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Abstract

Assistive technologies are attracting increasing attention as a promising application of
first-person vision—which aims to extract visual knowledge through wearable cameras.
Since first-person vision techniques can capture the world much like our eyes, it could be
used as a system that perceives the world around the wearer and assists them to decide
on what to do next. In this thesis, we focus on assisting a user to navigate in crowded
spaces. Notably, we study a new problem of future person localization task—to predict
the future position of a pedestrian appearing in first-person videos.

We made two main observations: (1) the wearer’s ego-motion is observed in the form of
global motion of the first-person video (2) The pose of a person indicates how that the
person is moving and will be located in the future. We propose a prediction framework
of a multi-stream convolutional neural network which takes pose and ego-motion infor-
mation as inputs. By capturing the interaction between the wearer’s ego-motion and
the pose of the target person, our proposed method enables future person localization
in the scenario of both the wearer and the target person are walking.

To validate the effectiveness of our method, we constructed a new dataset of first-person
videos called First-Person Locomotion (FPL) dataset which captured various walking
scenes in crowded places. Experimental results showed that proposed pose feature and
ego-motion feature contributes to prediction performance in a complementary manner.
We confirmed that our proposed method predicts one-second future more accurate than
the previous method designed for fixed-view videos on our new dataset as well as on
public social interaction dataset.

Keywords: first-person vision, future person localization, convolutional neural network,
assistive vision
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1. Introduction

1.1. Overview

Assistive technologies are attracting increasing attention as a promising application of
first-person vision—computer vision using wearable cameras such as Google Glass and
GoPro HERO. Much like how we use our eyes, first-person vision techniques can act as
an artificial visual system that perceives the world around camera wearers and assist
them to decide on what to do next. Recent work has focused on a variety of assistive
technologies such as blind navigation [53, 89], object echo-location [87], and personalized
object recognition [40].

In this work, we are particularly interested in helping a user to navigate in crowded
places with many people present in the user’s vicinity. Consider a first-person video
stream that a user records with a wearable camera. By observing people in certain
frames and predicting how they move subsequently, we would be able to guide the user
to avoid collisions. As a first step to realizing such safe navigation technologies in a
crowded place, this work proposes a new task that predicts locations of people in future
frames, i.e., future person localization, in first-person videos as illustrated in Figure 1.11.

To enable future person localization, this work makes two key observations. First, ego-
motion of a camera wearer is observed in the form of global motion in first-person
videos. This ego-motion should be incorporated into the prediction framework as it
greatly affects future locations of people. For example, if a camera wearer is moving
forward, apparent vertical locations of people in the first-person video will be moving
down accordingly. Moreover, if the camera wearer is walking towards other people, they
would change walking direction slightly to avoid a collision. This type of interacting
behaviors would also affect the future locations of people.

Another key observation is that the pose of a person indicates how that person is moving
and will be located in the near future. First-person videos can be used effectively to get
access to such pose information as they often capture people up-close.

Based on these key observations, we propose a method to predict the future locations of
a person seen in a first-person video based on poses, scales, and locations of the person in
the present and past video frames and ego-motion of the video (also refer to Figure 1.1).
Specifically, we develop a deep neural network that learns the history of the above cues
in several previous frames and predicts locations of the target person in the subsequent

1Parts of faces in the paper were blurred for preserving privacy.
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1.2 Contributions

Figure 1.1.: Future person localization. (a) An example of a wearable camera
(upper: GoPro HERO, lower: Google glass.) (b) Camera configuration used in this
work. A wearable calera is mounted on the wearer’s chest. (c) Given a first-person
video of a certain target person, our network predicts where the target person will be
located in the future frames based on the poses and scales of the person as well as the
ego-motions of the camera wearer.

future frames. A convolution-deconvolution architecture is introduced to encode and
decode temporal evolution in these histories.

To validate our approach, we develop a new dataset of first-person videos called First-
Person Locomotion (FPL) Dataset. The FPL Dataset contains about 5,000 people seen
at diverse places. We demonstrate that our method successfully predicts future locations
of people in first-person videos where state-of-the-art methods for human trajectory pre-
diction using a static camera such as [1] fail. We also confirmed a promising performance
of our method on a public first-person video dataset [20].

1.2. Contributions

The main contributions of this thesis are summarized as follows:

• We introduce a new task of future person localization in first-person videos. To
the best of our knowledge, this is the first work to predict the future position of
a person from a single first-person video. By capturing the interaction between
the wearer’s ego-motion and the pose of the target person, our proposed method
enables future person localization in the scenario that both the wearer and the
target person are walking.

• We present a multi-stream convolutional neural network which takes ego-motions
of the video, poses, scales, and locations of the person appearing in the present
and past video frames. The network predicts the future locations where the person
would be seen from the wearer in subsequent frames.

• We collect a new First-Person Locomotion (FPL) dataset which contains diverse

2



1.3 Thesis Outline

walking behavior in crowded places. We automatically generate the trajectories
using the latest human pose estimation method and person tracking.

1.3. Thesis Outline

In Chapter 2, we review the recent works on first-person vision and trajectory prediction.
In Chapter 3, we introduce our proposed method. We first formulate the problem of
future person localization and then explain the intuition and implementation of three
salient cues (location-scale, pose, and ego-motion cues) used as inputs to the network. In
Chapter 4, we introduce the newly collected First-Person Locomotion (FPL) dataset and
explain the sample generation procedure. In Chapter 5, we evaluate the effectiveness of
our method on the FPL dataset and the social interaction dataset. Chapter 6 summarizes
this thesis with possible future directions. In Appendix, we provide additional qualitative
results and the dataset statistics as supplementary information.

3



2. Related Work

In this chapter, we review the important works on first-person vision and trajectory
prediction.

2.1. First-Person Vision

First-person vision covers computer vision techniques using wearable cameras such as
Google Glass and GoPro HERO [41]. In contrast to traditional surveillance setting with
fixed, third-person cameras, first-person vision offers additional information about the
camera wearer—their action and interaction with other people and objects. A typical
problem setting involving first-person vision is to recognize activities of camera wear-
ers. Recently, some work has focused on activity recognition [21, 55, 58, 73], activity
forecasting [19, 24, 69, 77], person identification [34], gaze anticipation [101] and grasp
recognition [7, 14, 54, 82].

This research can be regarded as a category of second-person vision—predicting the
activity of individuals appearing in first-person videos. The configuration of first-person
videos enables efficient recognition of facial expression, head/body movements, and other
non-verbal behavior compared to third-person videos. Although few works focused on
this topic, detection of social interactions [20, 70, 26, 4, 3], action recognition [81, 80, 100],
joint attention detection [45, 37] and facial attribute learning [95] are studied.

2.2. Trajectory Prediction

We are interested in predicting the short-term behavior of a pedestrian. In this sec-
tion, we review the previous work modeling pedestrian dynamics mainly on short-term
interaction such as collision avoidance.

Modeling Pedestrian Dynamics

The task of predicting future locations of people itself has been studied actively in
crowd analysis, computer vision and robotics [86, 65, 22, 91]. Early attempts date back
to 1970s [32, 31] analyzing the holistic dynamics of walking people in large crowds.

4



2.2 Trajectory Prediction

The seminal work of social force model [30] assumes a walking person as a particle-
like instance which would subject to attraction and repulsion forces called ‘social forces.’
Four types of hand-crafted force functions are introduced, and its effectiveness is verified
by simulation [93], abnormal crowd behavior detection [61] and tracking [56]. Their
approach can predict future trajectory typically assuming a constant velocity Kalman
filter model. However, the model has no learnable hyperparameters and is only able to
forecast short-term collision avoidance with careful initialization. Regarding the advance
in optimization techniques and computational power, the idea of learning pedestrian
dynamics from real-world data become popular.
Several works focus on learning social factors of pedestrian dynamics from real-world
video data, using an energy-based model. They mainly focus on reducing the search
space of data association in multi-target tracking [71, 84, 72]. Scovanner and Tappen [84]
introduce an energy-based model which can learn the parameters of the model from real-
world pedestrian movement. Pellegrini et al. [71] propose Linear Trajectory Avoidance
which predicts the short-term future taking future destination and collision avoidance
into account.
Alahi et al. [2] propose Social Affinity Maps which models the motion affinities of neigh-
bouring pedestrians with Origin-Destination prior. However, its representation was
rather hand-crafted and not fully data-driven. Recent methods have tried to model
social interaction directly from trajectories, using Deep Neural Networks [99, 1, 50].
Capturing grouping behavior among a small group of people is one of the important
topics in pedestrian behavior modeling. Choi et al. [17] present a new spatio-temporal
local descriptor represented as a histogram of surrounding people and their poses, which
captures the social relationship between people. Ge et al. [27] present an agglomera-
tive clustering method to detect small groups from pedestrian trajectories. Yamaguchi
et al. [97] propose a learnable energy-based model which considers potential destination
and group behavior in addition to social force terms. Leal et al. [49] formulate multiple
object tracking as a minimum-cost network flow problem and propose using grouping
behavior determined by inter-person distance.
Beyond modeling trajectories, leveraging the information of environmental cues such
as roads and curbs, and its interaction between pedestrians is also important. Kitani
et al. [47] model the preference of walkable area in a surveillance setting. Ballan et al. [6]
adopt a knowledge transfer scheme to transfer the interaction between the target per-
son and their surrounding environment to a novel scene never observed before. Huang
et al. [36] introduce a deep learning-based model of inferring the reward map of the
environment.
Another promising direction is to consider the additional information extracted from the
pedestrians themselves. We humans do not only interact using the spatial relationship
but also use non-verbal signal extracted from themselves. For example, we can easily
infer the agility of a person from their appearance—whether they are old or young, male
or female, for example. Head pose and gaze also provide strong cue where the person
would move next. Huang et al. [36] train a convolutional neural network to predict

5



2.2 Trajectory Prediction

the target’s orientation to capture its temporal contexts. Ma et al. [59] leverage the
visual appearance of the pedestrian themselves such as age and gender. Su et al. [85]
show that predicting future gaze direction and joint attention significantly improves
future localization performance. Hasan et al. [29] show that multi-task formulation of
trajectory prediction and future head pose estimation improves forecasting performance,
supporting the effectiveness of using pose information.
As a related task, a scene-specific situation of road crossing has been studied in intelligent
vehicle domain. Bonnin et al. [13] leverage contextual information such as zebra crossing.
Keller et al. [43] compare various models of path prediction in a road crossing scenario.
Kooij et al. [48] model pedestrian situational awareness, situation criticality and spatial
layout of the environment into a single Dynamic Bayesian Network (DBN).
Although beyond our focus, it is valuable to mention modeling the long-term goal of a
pedestrian. In surveillance camera setting, Xie et al. [96] assume that pedestrians will
be attracted to one’s potential destination and propose a model of predicting walkable
area and the expected destination in a relatively large environment (scores of meters
square). Karasev et al. [42] model long-term motion policy of a pedestrian using a
Markov decision process framework.

Prediction Framework

Trajectory prediction methods can also be categorized by the prediction framework they
use. Antonini et al. [5] modeled pedestrian behavior as Discrete Choice models. Early
methods assumed trajectory problem as an extension of linear dynamical systems such
as Kalman Filter [56], Extended Kalman Filter [71, 83] and Dynamic Bayesian Net-
work [48]. Gaussian Process-based formulation are also proposed [94, 88, 18, 91, 92, 43].
Some methods adopted global optimization approach which optimizes the parameters
of the model using the entire training data [97, 71, 78]. Given both locations of start
and destination, work based on inverse reinforcement learning (IRL) [67, 104] can fore-
cast in-between paths [47, 62, 42, 51, 59]. Although IRL-based approach can naturally
model human behavior as a Markov decision process model, it typically cannot han-
dle high-dimensional features while there exist the notable exception of the use of deep
Q-learning [12].
More recently, deep learning based approach, directly solving the trajectory prediction
problem as a supervised learning formulation, has appeared. Most methods use ei-
ther recurrent neural networks (RNNs) [1, 50, 11, 29] or convolutional neural networks
(CNNs) [36, 99]. Rehder et al. [75] adopted a planning-based approach which predicts
the expected destination and its path at once. The model was represented by a single
network combining recurrent mixture density networks and fully-convolutional networks.
Alahi et al. [1] proposed a Long Short-Term Memory (LSTM) based model which learns
the interaction between multiple walking people. In contrast to the previous approaches
manually defining pedestrian interaction using known heuristics [30], they proposed an
end-to-end model which learns human-human interaction in a fully data-driven manner.
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2.2 Trajectory Prediction

Figure 2.1.: Overview of the Social LSTM model. Each trajectory has a separate
LSTM. When calculating the hidden state of the next timestep, the social pooling
layer squashes the hidden states of the surrounding people into a fixed size vector
(The image is taken from [1].)

The authors proposed a new “Social” pooling layer to share neighboring people’s hidden
state inside the LSTM. The social pooling layer squash the hidden states of the neigh-
boring people into a fixed-size vector (Figure 2.1). The resulting model can learn the
interaction between pedestrians with minimal heuristics.

These methods are, however, not designed to deal with first-person videos where signif-
icant ego-motion affects the future location of a certain person. Also, while the fixed
camera setting assumed in these methods can suffer from oblique views and limited
image resolutions, the egocentric setting provides strong appearance cues of people.
Our method focuses on one-by-one interaction between the camera wearer and their
surrounding pedestrian from the first-person view, utilizing ego-motion, scale and pose
information which is unique in egocentric setting. Such cues are previously not consid-
ered because of the lack of person resolution taken from third-person cameras and less
reliability of human pose estimation techniques.
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2.3 Datasets in Trajectory Prediction

2.3. Datasets in Trajectory Prediction

Dataset Year #People #Scenes Duration View Target

ETH [52] ’07 750 2 5 min Top-down Pedestrian
UCY [71] ’09 786 3 25 min Top-down Pedestrian
Edinburgh [60] ’09 95998 1 120 days Top-down Pedestrian
Town Centre [9] ’11 230 1 N/A Bird’s eye Pedestrian
VIRAT [68] ’11 4021 11 8.5 hrs Bird’s eye Pedestrian
Social Interaction [20] ’12 N/A N/A N/A First-person Pedestrian
Central Station [98] ’15 12600 1 1 hr Bird’s eye Pedestrian
Stanford Drone [78] ’16 11216 8 8.5 hrs Top-down Pedestrian, car, bus, biker, skater
EgoMotion [69] ’16 N/A 26 9.1 hrs First-person Pedestrian
Basketball [85] ’17 N/A N/A 10.5 hrs First-person Basketball player
Continuous Activity [77] ’17 N/A 17 N/A First-person Pedestrian
Ours ’18 5164 N/A 4.5 hrs First-person Pedestrian

Table 2.1.: A comparison of the datasets used in trajectory prediction.

Responding to the increasing demand for data-driven approaches, many datasets for
trajectory prediction had been proposed. A summary is given in Table 2.1. Heavily used
datasets such as ETH [52] and UCY [71] was recorded in a typical surveillance setting
from a fixed camera. EgoMotion dataset [69] and First-Person Continuous Activity
dataset [77] are designed for predicting the future action of the wearer itself, and they do
not contain other pedestrians within the videos. Basketball dataset [85] collects various
movement of basketball players from the first-person view, although, its dynamics are
different from natural walking scenarios. Social interactions dataset [20] is the only
dataset which collects diverse walking people from head-mounted cameras, and we use
this dataset for additional analysis. However, their work’s objective is to capture social
interaction thus not all scenes contain walking behavior.
Due to the lack of walking behavior captured in first-person videos, we collect a new
dataset which contains diverse walking behavior, recorded by a chest-mounted camera.
This dataset contains more than 5,000 people mainly walking in crowded places and
includes various types of interactions between the camera wearer. We explain the details
of this dataset in Chapter 4.

2.4. Trajectory Prediction in First-Person Vision

Few works focus on the problem of predicting the camera wearer’s future movement from
first-person videos. Park et al. [69] first consider this task using an RGB-D first-person
observation. Thanks to the depth information, they propose an EgoRetinal map which
encodes the information of surrounding obstacles. An EgoRetinal map has a ground-
plane like coordinate naturally capturing the perspective (3D) effect of the scene and
2D visual appearance. However, this representation heavily relies on geometric cues
and requires computationally expensive stereo setting to predict the trajectory. Bokhari
et al. [12] focus on the problem of forecasting longer time horizons (e.g., several minutes)
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using deep-Q learning, achieving path prediction. Rhinehart et al. [77] propose an in-
verse reinforcement learning based method which predicts the future location where the
camera wearer would go next in an indoor activity scenario. Bertasius et al. [10] present
a model which generates 3D location and head motion trajectory taking a single RGB
first-person image as an input. They assume a one-on-one basketball game scenario and
show that verifying whether the pre-defined goal is accomplished by the generated tra-
jectories or not is important to generate plausible trajectories of goal-oriented behavior.
Concurrent with our work, Bhattacharyya et al. [11] study the problem of pedestrian
trajectory prediction from vehicle onboard cameras, different setting but partially share
its nature. They proposed a two-stream architecture which predicts future bounding
box estimate and vehicle ego-motion (speed and steering angle) at once.

To the best of our knowledge, this work is the first to address the task of predicting
future locations of people in first-person videos. Our task is different from egocentric
future localization [69] that predicts where the camera wearers will be located in future
frames. One notable exception is the recent work by Su et al. [85]. They present a model
to predict the future location and gaze of basketball players from multiple first-person
videos. Their key idea is to reconstruct the entire 3D scene using a 3D reconstruction
technique. They adopted a group trajectory selection scheme which considers social
cue such as gaze and proximity. Although they proposed a method to predict future
behaviors of basketball players in first-person videos, their method requires multiple first-
person videos to be recorded collectively and synchronously to reconstruct accurate 3D
configurations of camera wearers. This requirement of multiple cameras is in contrast
to our work (i.e., using a single camera) and does not fit for assistive scenarios where
no one but the user on assistance is expected to wear a camera. To achieve this, we
formulate the prediction problem within the view of the wearer—in image coordinates.
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3. Proposed Method

In this chapter, our proposed method of future person localization using salient first-
person cues is introduced.

3.1. Problem Formulation

We first formulate the problem of predicting future locations of people in first-person
videos. Consider a certain target person seen in a current frame of a first-person video
recorded on the street. Our goal is to predict where the target person will be seen
in subsequent frames of the video based on the observation up to the current frame.
Formally, let lt ∈ R2

+ be the 2D location of the person in the frame t. As illustrated
in Figure 3.1, we aim to predict the person’s relative locations in the subsequent Tfuture
frames from the current one at t0 (red frames in the figure), based on observations in
the previous Tprev frames (blue ones). This could be written as below:

Lout =
(

lt0+1 − lt0 lt0+2 − lt0 . . . lt0+Tfuture − lt0

)
∈ R2×Tfuture .

The key technical interest here is what kind of observations can be used as a salient cue
to better predict Lout. Based on the discussions we made in Chapter 1 (also refer to
Figure 3.1), we focus on c-1) locations and c-2) scales of target people, d) ego-motion of
the camera wearer, and e) poses of target people as the cues to approach the problem.
In order to predict future locations from those cues, we develop a deep neural network
that utilizes a multi-stream convolution-deconvolution architecture shown in Figure 3.2.
Input streams take the form of fully-convolutional networks with 1-D convolution filters
to learn sequences of the cues shown above. Given a concatenation of features provided
from all input streams, the output stream deconvolutes it to generate Lout. The overall
network can be trained end-to-end via back-propagation. In the following sections,
we describe how each cue is extracted and how they would be combined to improve
prediction performance. Concrete implementation details and training strategies are
discussed in Section 5.1.

3.2. Location-Scale Cue

The most straightforward cue to predict future locations of people Lout is their previous
locations up to the current frame t0. For example, if a target person is walking in a
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3.3 Pose Cue

Figure 3.1.: Problem setting. Given a) Tprev-frames observations as input, we b)
predict future locations of a target person in the subsequent Tfuture frames. Our
approach makes use of c-1) locations and c-2) scales of target persons, d) ego-motion
of camera wearers and e) poses of the target persons as a salient cue for the prediction.

certain direction at a constant speed, our best guess based on only previous locations
would be to expect them to keep going in that direction in subsequent future frames
too. However, visual distances in first-person videos can correspond to different physical
distances depending on where people are observed in the frame.
In order to take into account this perspective effect, we propose to learn both locations
and scales of target people jointly. Given a simple assumption that heights of people do
not differ too much, scales of observed people can make a rough estimate of how large
movements they made in the actual physical world. Formally, let Lin be a history of
previous target locations shown as below:

Lin =
(

lt0−Tprev+1 . . . lt0

)
∈ R2×Tprev .

Then, we extend each location lt ∈ R2
+ of a target person by adding the scale information

of that person st ∈ R+, i.e., xt = (l⊤
t , st)⊤. Then, the ‘location-scale’ input stream in

Figure 3.2 learns time evolution in X in and the output stream generates Xout as shown
in below:

X in =
(

xt0−Tprev+1 . . . xt0

)
∈ R3×Tprev ,

Xout =
(

xt0+1 − xt0 . . . xt0+Tfuture − xt0

)
∈ R3×Tfuture .

3.3. Pose Cue

One of the notable advantages of using first-person videos is the ability to observe people
up-close. This makes it easier to capture what poses they take (e.g., which directions
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Figure 3.2.: Proposed network architecture. Blue and red blocks correspond to
convolution and deconvolution layers followed by batch normalization and rectified
linear unit (ReLU), respectively. The light blue block corresponds to a separate con-
volution layer. Gray blocks describe intermediate deep features.

they orient), which could act as another strong indicator of the direction they are going
to walk along.

The ‘pose’ stream in Figure 3.2 is aimed at encoding such pose information of target
people. More specifically, we track temporal changes of several body parts of target
people including eyes, shoulders, and hips as a feature of target poses. This results in
an input sequence P in as shown in below:

P in =
(

pt0−Tprev+1 . . . pt0

)
∈ R2V ×Tprev ,

where p ∈ R2V is a 2V -dimensional vector stacking locations of V body parts.

While the scale of the raw pose sequence differs by where the person appears, we only
want to capture the difference among their poses—not their scale. Therefore ptwas
normalized by subtracting the absolute location lt and divided by the scale st.
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3.4 Ego-Motion Cue

3.4. Ego-Motion Cue

While X in explicitly describes how a target person is likely to move over time, the direct
prediction of Xout from X in is still challenging due to significant ego-motion present in
first-person videos. More specifically, the coordinate system to describe each point lt

changes dynamically as the camera wearer moves. This makes X in and Xout quite
diverse depending on both walking trajectories of the target person and ego-motion of
the camera wearer.
Moreover, ego-motion of camera wearers could affect how the target people move as
a result of interactive dynamics among people. For instance, consider a case where a
target person is walking towards the camera wearer. When the target person and the
camera wearer notice that they are going to collide soon, they will explicitly or implicitly
condition themselves to change their walking speed and direction to avoid the potential
collision. Although some recent work has tried to incorporate such interactive behaviors
into human trajectory prediction [1, 50, 59, 78], their approaches need all interacting
people to be observed in a static camera view and cannot be applied directly to our case.
In order to improve future localization performance for first-person videos, we propose
to learn how the camera wearer has been moving, i.e., the ego-motion cue. Specifically,
we first estimate the rotation and translation between successive frames. Rotation is
described by a rotation matrix Rt ∈ R3×3 and translation is described by a 3D vector
vt ∈ R3 (i.e., x-, y-, z-axes), both from frame t − 1 to frame t in the camera coordinate
system at frame t − 1. These vectors represent the local movement between the suc-
cessive frames, however, does not capture the global movement along multiple frames.
Therefore, for each frame t within the input interval [t0 − Tprev + 1, t0], we accumulate
those vectors to describe time-varying ego-motion patterns in the camera coordinate
system at frame t0 − Tprev:

R′
t =

Rt (t = t0 − Tprev + 1)
Rt−1R

′
t (t > t0 − Tprev + 1)

v′
t =

vt (t = t0 − Tprev + 1)
R

′−1
t vt + v′

t−1 (t > t0 − Tprev + 1)

We form the feature vector for each frame by concatenating the rotation vector r′
t (i.e.,

yaw, roll, pitch) converted from R′
t and v′

t, resulting in a 6-dimensional vector et. Finally,
we stack them to form an input sequence Ein for the ‘ego-motion’ stream shown in
Figure 3.2:

et = ((r′
t)⊤, (v′

t)⊤)⊤ ∈ R6,

Ein =
(

et0−Tprev+1 . . . et0

)
∈ R6×Tprev .
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3.5. Multi-Stream Convolution-Deconvolution
Architecture

Now we are ready to combine the above cues into a single framework. When modeling
time-series data, recurrent models are usually used. However, in this work, we chose to
rely on structured prediction approach which predicts the entire sequence at once, using
a feed-forward network. Specifically, we adopt the use of one-dimensional convolutional
neural networks (1D-CNN) which learns a temporal filter. The reasons to take 1D-CNN
architecture are two-fold: (1) it avoids the problem of error accumulation (2) it can
capture multi time-scale temporal patterns.

The dynamics of the trajectory observed in first-person videos are more complicated
than that of third-person videos since the camera is moving. Our videos taken from a
chest-mounted camera contain oscillation patterns caused by locomotion and the corre-
sponding trajectories also contains such shaky motions. In such cases, recurrent models
can suffer from error accumulation effect [23]. Since we observed the same effect reported
in [23], we decided to predict the entire future sequence directly.

Meanwhile, the justification of the use of 1D-CNN stems from the hierarchical structure
of locomotion. Typical locomotion consists of rapid periodical motion while generat-
ing slow changes in global moving direction. When there are no obstacles ahead, the
movement is smooth. However, once an event occurs, they might suddenly change their
direction suddenly. To capture such hierarchical motion dynamics, a single time-scale
recurrent connection from time t to t + 1 is insufficient. One possible solution is to
utilize multi-scale RNNs (e.g., [16]). However, they only consider capturing two time-
scales and partially resolve this issue. To overcome this issue without losing flexibility
and efficiency, we propose to learn the short-term temporal patterns as a set of tem-
poral convolution layers. Given feature sequence of length Tprev, we iteratively apply
temporal convolution without padding. The length of the intermediate feature become
shorter as we apply convolution. Consequently, weights in each layer can capture dif-
ferent time-scale. This also applies to the sequence generation phase, and it could be
similarly represented as a set of deconvolution layers.

Another design choice left is how to fuse the information of different modalities. In this
work, we separately train CNNs for each modality and then concatenate the features
along channels. The following 1 × 1 convolution layers after concatenation learn the
relationship between different modalities. We confirm that this simple strategy improves
future localization performance.
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4. First-Person Locomotion Dataset

To the best of our knowledge, most of the first-person video datasets comprise scenes
where only a limited number of people are observed, e.g., CMU Social Interaction
Dataset [70], JPL Interaction Dataset [81], HUJI EgoSeg Dataset [74]. In this work,
we introduce a new dataset which we call First-Person Locomotion (FPL) Dataset. The
FPL Dataset consists of about 4.5 hours of first-person videos recorded by people wear-
ing a chest-mounted camera and walking around in diverse environments. Some example
frames are shown in Figure 4.1. The number of observed people is more than 5,000 in
total. In this chapter, we explain the details about the dataset construction.

4.1. Data Collection

Camera configuration A single participant collected all the videos in this dataset. The
participant wore a GoPro HERO3 camera on his chest (Figure 4.2). At the beginning of
each session, the participant was asked to adjust the elevation angle of the camera that
the horizon appears around the middle of the frame when he stands still. We recorded
all the video data at 960p/100 fps. We set the frame rate higher so that higher shutter
speed will be selected.

Recording We recorded all the videos at Tokyo, Japan. We selected the shooting
location which contains enough number of pedestrians and has enough density so that
natural interaction between pedestrians would occur—down-towns, stations, shopping
street for example (see Figure 4.1 for visual example).

4.2. Data Preprocessing

In this section, we describe the details of the data preprocessing procedure as shown in
Figure 4.3.

Video preprocessing Videos have been downsampled to 20 fps. We undistorted the
frames using pre-calculated distortion coefficients and camera parameters using a chess-
board pattern [102].
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Figure 4.1.: First-Person Locomotion Dataset recorded by wearable chest-
mounted cameras under diverse environments, which comprises more than 5,000 peo-
ple in total.

Feature extraction For each frame, we detected people with OpenPose [15]. The
detector extracts 18 2D keypoints per person. For frame alignment, we calculated a
homography matrix between frames similar to [55]. First, a frame is split into 4 × 4
grids, and then feature points are detected using ORB detector [79] for each grid. By
running an ORB detector separately, feature points will be uniformly distributed along
the frame. If there are not enough matches between adjacent frames, then additional
feature points are detected using a SURF detector [8]. Given matches, homography
matrix between adjacent frames is calculated.

Tracklet generation We tracked the upper body of detected people (namely repre-
sented as a bounding box covering the upper body) over time using the kernelized
correlation filter [33] after two consecutive frames aligned with homography. We ter-
minated the tracking if subsequent detection results were not found within a certain
pre-defined spatiotemporal range. To reduce the number of false positive association,
we abort tracking when there are more than one close candidates. As a result of this
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Figure 4.2.: Camera configuration: the camera is mounted on the center of the
wearer’s chest.

tracking, we obtained many short tracklets1. These tracklets were then merged to gen-
erate longer ones with the conditions 1) if the detected person at the tail of one tracklet
is visually similar to that at the head of the other tracklet and 2) if these tracklets
were also spatiotemporally close enough. A cosine distance of deep features extracted
by Faster R-CNN [76] was used to measure visual similarity.

Error removal Due to the greedy merging strategy, some tracklets have duplicate de-
tections among frames. Therefore, for each tracklet, we select the first bounding box as
“reference detection” and compare the visual similarity of the deep features for every
duplicate detections. Bounding boxes with a low score are removed here. Also, inap-
propriate detections (e.g., bounding boxes suddenly jumping to impossible location) are
removed by a pre-defined threshold. Finally, for each tracklet, we calculate the visual
similarity of bounding box in the beginning, the middle and the end of it and reject the
tracklet when a significantly low visual similarity between them appeared.

Data cleansing Obtained tracklets still have several problems which affect future lo-
calization performance. First, the raw pose sequence contains erroneous or missing

1Out of 830,000 human poses detected first, approximately 200,000 (24.1%) poses were successfully
associated to form the valid samples.

17



4.2 Data Preprocessing

Pose 

detection

Homography

estimation

Feature 

extraction

Tracking with 

KCF tracker

Tracklet

generation

Tracklet

merging using 

Faster R-CNN

Duplicate 

removal

Inappropriate 

detection 

removal

Visual 

consistency 

check

Error 

removal

Median 

filtering

Pose 

imputation

Trajectory 

smoothing

Data 

cleansing

Undistortion

Video 

preprocessing

Figure 4.3.: Data preprocessing procedure.

detection because of occlusion and motion blur. Second, oscillation exists because of the
wearer’s locomotion. Thus, (1) median filtering, (2) pose imputation and (3) trajectory
smoothing are applied. (1) 20 fps tracklets are downsampled into 10 fps here. For every
frame, median filtering is applied for every keypoint. This suppresses sudden erroneous
detections. (2) We applied nearest neighbor imputations to impute missing keypoint
values. (3) Finally, we smoothed the y coordinate of the trajectory with a window size
of five. This reduces the effect of oscillation induced by the wearer’s locomotion.

Sample generation Finally, we generated fixed-length samples from the tracklets. For
each tracklet, we extracted locations lt, scales st, poses pt, and ego-motion et as follows.
First, we extracted 18 body parts using OpenPose [15]. lt was then defined by the middle
of two hips. Also, st was given by the distance between the location of the neck and
lt. Furthermore, we obtained pt as a 36-dimensional feature (i.e., V = 18), which was
normalized by subtracting lt and divided by st. et was estimated by the unsupervised
ego-motion estimator [103]. Finally, we applied sliding window to generate multiple fixed
length (i.e., 2 seconds) samples. As a result of this procedure, we obtained approximately
50,000 samples in total. Detailed analysis of the dataset is described in the Appendix.
We note that all the features could be extracted from RGB frames observed from a single
wearable camera.

Choice of ego-motion feature In this work, we used the latest ego-motion estima-
tor [103], which predicts 6-DoF transformation matrices directly from input frames. We
used their work because it only requires short snippet (5 frames) to estimate local ego-
motion and works robustly regardless of the quality of the images. In our preliminary
experiment, we used monocular ORB-SLAM [63] to the entire sequence to extract the
ego-motion. However, the model suffered from severe scale drift when there are not
enough feature points up-close (e.g., waiting in front of the large intersection.) Further-
more, ORB-SLAM frequently failed to track feature points when motion blur appeared
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due to rapid camera motion. On the other hand, [103] can robustly estimate the rough
ego-motion and we found it enough to use it to extract input features.

0.0s 1.0s 2.0s 3.0s

4.0s 5.0s 6.0s 7.0s

0.0s 2.0s

Figure 4.4.: A representative example of an extracted tracklet. red and blue
bounding boxes denote detected person. Their detected pose is overlayed on the
frame. Tracklet with red bounding box represents tracklet tracked two seconds or
more. Tracklet with blue bounding box represents tracklet tracked less than two
seconds. Trajectories are shown as a line with colormap and their color correspond to
the timing when the person arrives at the specified location.

We show an example of the generated tracklets in Figure 4.4. We can find that our
tracklet generation procedure can robustly associate detections even in cluttered scenes
with occluded or missing detections while avoiding false positive associations. Thanks
to the tracklet merging scheme, our procedure can even handle short-term occlusions
(e.g., the third person from the left in 0.0s: confirm that he is correctly tracked at 1.0s
although a woman passed by in front of him). However, we did not deal with long-term
occlusions since such occlusion does not occur much and we are mainly interested in
predicting the future location of a person in front of the wearer. One possible extension
is to introduce a global optimization approach [35].
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5. Experiments
In this chapter, we report the experimental result and show the effectiveness of our
approach.

5.1. Implementation

5.1.1. Formulation

Training and testing samples are given in the form of a tuple (X in, Ein, P in, Xout),
where X in is location-scale, Ein is camera ego-motion, P in is pose, and Xout is relative
future location-scale with respect to xt0 . X in, Ein, P in are available both in training and
testing times and defined in interval [t0 − Tprev + 1, t0]. On the other hand, Xout serves
as ground-truth defined in [t0 + 1, . . . , t0 + Tfuture], which we can access only during the
training time. In this experiment, if not specified, we set Tprev = Tfuture = 10 at 10 fps,
i.e., a time window of one second for both observation and prediction.

5.1.2. Architecture choice

The full specification of the proposed network architecture is shown in Table 5.1. Each
input stream feeds D × 10-dimensional inputs (where D changes depending on which
cues we focus on) to four cascading 1D temporal convolution layers of different numbers
of channels, each of which is followed by batch normalization (BN) [39] and rectified
linear unit (ReLU) activation [64]. Then, 128 × 2-dimensional features from the input
streams are concatenated and fed to the output stream consisting of two 1D convolution
layers with BN and ReLU, four cascading 1D deconvolution layers also with BN and
ReLU, and one another 1D convolution layer with linear activation.

5.1.3. Optimization

To train the network, we first normalized X in and Xout to have zero mean and unit
variance. We also adopted a data augmentation by randomly flipping samples horizon-
tally. The loss functions to predict Xout was defined by the mean squared error (MSE).
We optimized the network via Adam [46] for 17,000 iterations with mini-batches of 64
samples, where a learning rate was initially set to 0.001 and halved at 5,000, 10,000,
15,000 iterations. All implementations were done with Chainer [90].
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Layer type Channel Kernel size Output size

Input streams (Location-scale, pose, and ego-motion)

Input - - D × 10
1D-Conv+BN+ReLU 32 3 32 × 8
1D-Conv+BN+ReLU 64 3 64 × 6
1D-Conv+BN+ReLU 128 3 128 × 4
1D-Conv+BN+ReLU 128 3 128 × 2

Output stream

Concat - - 384 × 2
1D-Conv+BN+ReLU 256 1 256 × 2
1D-Conv+BN+ReLU 256 1 256 × 2
1D-Deconv+BN+ReLU 256 3 256 × 4
1D-Deconv+BN+ReLU 128 3 128 × 6
1D-Deconv+BN+ReLU 64 3 64 × 8
1D-Deconv+BN+ReLU 32 3 32 × 10
1D-Conv+Linear 3 1 3 × 10

Table 5.1.: Our network architecture where BN: batch normalization [39] and
ReLU: rectifier linear unit [64]. The network consists of three input streams and one
output stream, where inputs have different dimensions D depending on the streams:
D = 3 for the location-scale stream, D = 6 for the ego-motion stream, and D = 36
for the pose stream.

5.2. Evaluation Protocols

5.2.1. Data splits

We adopted five-fold cross-validation by randomly splitting samples into five subsets.
We ensured that samples in training and testing subsets were drawn from different
videos. Training each split required about 1.5 hours on a single NVIDIA TITAN X.
Also when evaluating methods with testing subsets, we further divided samples into
three conditions based on how people walked (i.e., walking directions): target people
walked a) Toward, b) Away from, or c) Across the view of a camera.

Details of sample division We first calculated the mean of scale normalized lengths
between the left hip and the right hip for the target person. If this mean is less than
0.25 we categorized the clip as Across. In the remaining clips, we labeled each frame of
the clip as either Toward if x-coordinate of the left hip is larger than that of the right
hip and Away otherwise. If the number of frames labeled Toward is more than 75% of
the total number of frames in the clip, the clip is categorized as Toward and as Away
if it is less than 25%.
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5.2.2. Evaluation metric

Although our network predicts both locations and scales of people in the future frames,
we measured its performance based on how accurate the predicted locations were. Sim-
ilar to [1], we employed the final displacement error (FDE) as our evaluation met-
ric. Specifically, FDE was defined by the L2 distance between predicted final locations
lt0+Tfuture and the corresponding ground-truth locations.

5.2.3. Baseline methods

Since there were no prior methods that aimed to predict future person locations in
first-person videos, we have implemented the following baselines.

• Constant: We use location at the t0-th frame as the prediction.

• ConstVel: Inspired by the baseline used in [69], this method assumes that target
people moved straight at a constant speed. Specifically, we computed the average
speed and direction from X in to predict where the target would be located at the
t0 + Tfuture-th frame.

• NNeighbor: We selected k-nearest neighbor input sequences in terms of the L2
distance on the sequences of locations Lin and derived the average of k-corresponding
locations at frame t0 + Tfuture. In our experiments, we set k = 16 as it performed
well.

• Social LSTM [1]: We also evaluated Social LSTM, one of the state-of-the-art
approaches on human trajectory prediction, with several minor modifications to
better work on first-person videos. Specifically, we added the scale information
to inputs and outputs. The estimation of Gaussian distributions was replaced by
direct prediction of Xout as it often failed on the FPL Dataset. The neighborhood
size No used in the paper was set to No = 256.

5.3. Results

5.3.1. Quantitative evaluation

Table 5.2 reports FDE scores on our FPL Dataset. Overall, all methods were able
to predict future locations of people with the FDE less than about 15% of the frame
width (approximately 19◦ in horizontal angle). We confirmed that our method (Ours)
has significantly outperformed the other baselines. Since walking speeds and directions
of people were quite diverse and changing dynamically over time, naive baselines like
ConstVel and NNeighbor did not perform well. Moreover, we found that Social
LSTM [1] performed poorly. Without explicitly taking into account how significant
ego-motion affects people locations in frames, temporal models like LSTM would not be

22



5.3 Results

Method Walking direction

Toward Away Across Average
Constant 16.51 7.52 11.59 8.54
ConstVel 13.98 7.70 9.50 8.37
NNeighbor 12.95 7.02 9.67 7.69
Social LSTM[1] 13.65 8.66 11.11 9.25

Ours 8.06 5.76 7.03 6.04

Table 5.2.: Comparisons to baseline methods. Each score describes the final dis-
placement error (FDE) in percentage with respect to the frame width of 1280 pixels.

able to learn meaningful temporal dynamics, ultimately rendering their predictions quite
unstable. Note that without our modification shown in Section 5.2, the performance of
vanilla Social LSTM was further degraded (i.e., 11.9 FDE on average). Comparing
results among walking directions, Toward was typically more challenging than other
conditions. This is because when target people walked toward the view of a camera,
they would appear in the lower part of frames, making variability of future locations
much higher than other walking directions.

5.3.2. Error analysis

We investigated the distribution of the errors. With our method, 73% samples received
error less than 100 pixels (10◦ in horizontal angle). There were only 1.4% samples suffered
from significant error larger than 300 pixels (30◦ in horizontal angle). Additionally, we
calculated the errors normalized by each sample’s scale. By assuming that the length
between the center hip and the neck of a person to be 60 cm, the average error obtained
by our method approximately corresponded to 60 cm in the physical world.

5.3.3. Qualitative evaluation

Figure 5.1 presents several visual examples of how each method worked. Examples (a),
(b), and (c) are results drawn respectively from Toward, Across, and Away subsets.
Especially, significant ego-motion of the camera wearer to turn right was observed in
Example (b), making predictions of baseline methods completely failure. Another case
where ego-motion played an important role was when target people did not move, such
as the person standing still in Example (d). Example (e) involves not only significant
ego-motion but also changes in walking direction of the target. Our method success-
fully performed in this case as it could capture postural changes of target persons for
prediction.
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Method Walking direction

Toward Away Across Average
Lin 11.44 6.32 8.25 6.89
X in 9.26 6.02 7.77 6.40
X in + Ein 8.80 5.80 7.35 6.15
X in + P in 8.38 6.00 7.61 6.29

Ours (X in + Ein + P in) 8.06 5.76 7.03 6.04

Table 5.3.: Ablation study. Lin: locations, X in location-scales, Ein: ego-motion, and
P in: poses. Each score describes the final displacement error (FDE) in percentage with
respect to the frame width of 1280 pixels.

5.3.4. Ablation study

We made an ablation study to see how each of scales, ego-motion, and poses contributed
overall prediction performances. Specifically, we started from the only location informa-
tion Lin, then added scale information to use X in. For these two conditions, we learned
a single-stream convolution-deconvolution architecture. Then, we evaluated the combi-
nation of X in +Ein (locations, scales, and ego-motion) and that of X in +P in (locations,
scales, and poses) by learning two-stream convolution-deconvolution architectures. Re-
sults are shown in Table 5.3. We confirmed that all of the cues helped individually
to improve prediction performances. Especially, significant performance gains were ob-
served on the Toward subset from Lin to X in, i.e., by introducing scale information,
and from X in to X in + P in, i.e., by further combining pose information. By adding
ego-motion information Ein, a modest improvement was observed on the Away subset
and achieved the best performance by our full model.

5.3.5. Effect of prediction length

We conducted further analysis of the effect of prediction length. Results are shown in
Table 5.4 and Figure 5.2. From Table 5.4, we found that the prediction error linearly in-
creases with the prediction length in all categories. From Figure 5.4, we found that also
Social LSTM follows the linear increase trend, but their increment is lower in our pro-
posed method. These results indicate that the proposed method consistently performs
better than the baseline regardless of the prediction length.

5.3.6. Failure cases

Figure 5.3 shows several typical failure cases. On both examples, our method and other
baselines did not perform accurately as camera wearers made sudden unexpected ego-
motion. In the case of the first row, the model predicted that the target persons walk left
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5.4 Evaluation on Social Interaction Dataset

Walking direction Prediction length (second)
0.2 0.4 0.6 0.8 1.0

Toward 1.46 2.72 4.00 5.58 8.06
Away 1.41 2.50 3.52 4.61 5.76
Across 1.53 2.82 4.01 5.28 7.03

Average 1.42 2.53 3.59 4.73 6.04

Table 5.4.: Effect of prediction length. Each score describes the final displacement
error (FDE) in percentage with respect to the frame width of 1280 pixels. In all
conditions, the prediction error linearly increases with the prediction length.

(the wearer goes right towards the target) while the target person walks right in reality.
From the observation, it is likely to predict so since the current location of the person
is off to the left. However, there is an obstacle (signboard) on the right, and the wearer
cannot change the direction to the right. To overcome this failure, scene information
should be incorporated while we do not consider in the proposed method. In the case of
the second row, the model predicted that the target person would go to the left from the
view of the wearer regarding the wearer’s direction change to the right, but it does not
in reality. We think that this is because the current model models the mixture of the
wearer’s movement and the target person’s movement, by using the image coordinates
seen from the wearer’s view. This assumption can omit the procedure of mapping one’s
position into world coordinate but makes capturing the independent motion difficult.

5.4. Evaluation on Social Interaction Dataset

Finally, we evaluate how our approach works on First-Person Social Interaction Dataset [20].
This dataset consists of several first-person videos taken in an amusement park and in-
volves a variety of social moments like communicating with friends, interacting with
a clerk, and waiting in line, standing for a more general and challenging dataset. In
our experiment, we manually extracted a subset of videos where camera wearers kept
walking while sometimes interacting with others. From this subset, we collected ap-
proximately 10,000 samples in total. Similar to the previous experiment, we adopted
five-fold cross-validation to evaluate how our method and other baselines performed.

5.4.1. Training setup

In this dataset, camera wearers frequently turned their head to pay their attention to
various different locations. This made ego-motion estimator [103] completely inaccurate
as it was originally trained to estimate ego-motion of vehicle-mounted cameras, where
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5.4 Evaluation on Social Interaction Dataset

Method Walking direction
Toward Away Across Average

Ours with grid flow 8.32 5.96 7.50 6.25

Ours full model 8.06 5.76 7.03 6.04

Table 5.5.: Flow-based ego-motion feature. Each score describes the final displace-
ment error (FDE) in percentage with respect to the frame width of 1280 pixels.

such frequent turning was hardly observed in their training datasets. To cope with
this, instead of the velocity and rotation used in Section 3.4, we made use of optical
flows to describe ego-motion cues. More specifically, we computed dense optical flows
using [38] and divided them into 4 × 3 grids. We then computed average flows per
grid and concatenated them to obtain 24-dimensional vector for describing ego-motion
per frame. For the training, we first pre-trained our network on FPL Dataset with the
same training strategies shown in Section 5.1 but with the above flow-based ego-motion
feature. Table 5.5 show the performance using the flow-based feature. Our network with
flow-based features resulted in 6.25% FDE on FPL dataset, i.e., 0.21% performance drop
from the full model. One possible reason for the better performance using ego-motion
features based on [103] is that they can capture yaw rotations (i.e., turning left and
right) of camera wearers more accurately. We then fine-tuned this trained network on
the Social Interaction Dataset for 200 iterations using Adam with a learning rate of
0.002.

5.4.2. Results

FDE scores are shown in Table 5.6. Similar to the previous experiment, we divided test-
ing datasets into three subsets, Toward, Away, and Across, based on walking directions
of target people. Although performances of all methods were rather limited compared
to the previous results in Table 5.2, we still confirmed that our method was able to
outperform other baseline methods including Social LSTM [1]. Some visual examples
are also shown in Figure 5.4.

Since this dataset is captured from head-mounted cameras, head motions are far more
complicated than our FPL dataset, making a prediction in image coordinates difficult.
However, we observed that our method still have the ability to capture the interaction
between the wearer and the target person as shown in Figure 5.4. In the second example,
while the trajectory itself is moving to the right, the proposed model correctly captured
the direction change.
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5.4 Evaluation on Social Interaction Dataset

Method Walking direction

Toward Away Across Average
Constant 12.89 10.47 10.60 11.65
ConstVel 13.57 13.81 10.42 13.34
NNeighbor 13.06 12.44 11.63 12.65
Social LSTM [1] 14.08 13.79 13.26 13.90

Ours 9.29 8.96 8.53 9.10

Table 5.6.: Results on social interactions dataset [20]. Each score describes the
final displacement error (FDE) in in percentage with respect to the frame width of
1280 pixels.
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5.4 Evaluation on Social Interaction Dataset

Ground Truth OursSocial LSTMInput NNeighbor

P L P4 F { P L P4 F w P L �4 P L P4 E x P L P4 E sr

Past observations Predictions

(a)

(b)

(c)

(d)

(e)

Figure 5.1.: Visual prediction examples. Using locations (shown with solid blue
lines), scales and poses of target people (highlighted in pink, left column) as well as
ego-motion of camera wearers in the past observations highlighted in blue, we predict
locations of that target (the ground-truth shown with red crosses with dotted red
lines) in the future frames highlighted in red. We compared several methods: Ours
(green), NNeighbor (cyan), and Social LSTM [1] (yellow).
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5.4 Evaluation on Social Interaction Dataset

Figure 5.2.: Effect of prediction length. Quantitative comparison of the final dis-
placement error (FDE) in percentage with respect to the frame width of 1280 pixels.
Our proposed method’s amount of error increment is lower than the Social LSTM
baseline.

P L P4 F { P L P4 P L P4 E sr

Figure 5.3.: Failure cases. Given previous locations (blue) of of target people (pink
bounding boxes), predictions by our method (green) and Social LSTM [1] (yellow)
both deviated from ground-truth future locations (red).

29



5.4 Evaluation on Social Interaction Dataset

P L P4 F { P L P4 P L P4 E sr

Figure 5.4.: Visual prediction examples on Social Interaction Dataset [20].
previous locations (blue lines) of target people (pink bounding boxes); predictions by
our method (green lines); and ground-truth future locations (red lines).
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6. Conclusion

6.1. Summary

In this thesis, we have presented a new task of future person localization in first-person
videos. This work first tackles the problem of predicting the future position of a person
observed in first-person videos, providing a margin for preparation before the actual
event happens. Unlike previous approaches which only considered the positional infor-
mation, our work considered additional visual cues obtained from first-person videos,
namely the pose of target people and ego-motion of camera wearers. The pose informa-
tion works as a strong prior of where the person is likely to move next. The ego-motion
information explicitly takes the interaction between the wearer and the target person.
Experimental results have revealed that ego-motion of camera wearers, as well as scales
and poses of target people, were all necessary ingredients to accurately predict where
target people would appear in future frames. All the features are extracted from RGB
frames captured from a single wearable camera.

6.2. Limitation and Future Work

We discuss the limitations found in our method and show possible future directions for
this work.

Cross-subject evaluation

In this study, we only collected walking scenes from a single wearer. However, different
wearers might exhibit different interaction between the surrounding people due to the
difference in their physical and psychological characteristics. Different camera configura-
tion also affects performance. It is worth evaluating the cross-subject performance—how
performance changes when videos from a new wearer who did not appear in training data
are given.

Inference in 3D coordinates

In this work, we assumed that only a single RGB camera is available. Thus, we con-
structed a prediction framework taking 2D image coordinates as inputs and outputs,
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6.2 Limitation and Future Work

ignoring the depth information—how far the people appear. The scale information par-
tially compensates the lost perspective effect, works as an approximation of how far the
people appear. However, the approximation error causes a drop in future localization
performance. Pose and ego-motion representation also ignore or only approximate the
depth information, which leads to suboptimal performance.

To overcome this issue, we can consider using richer sensors so that we can measure pre-
cise depth information [69, 57]. Park et al. [69] utilized a stereo camera and constructed
an EgoRetinal map based on the depth information calculated from stereo images. Luo
et al. [57] used the 3D point cloud data captured from a laser scanner. By using more
accurate depth information, we can map the 3D position of people into a global world
coordinate by running a Simultaneous Localization and Mapping (SLAM) algorithm and
run inference on 3D space. One interesting direction is to simultaneously solve global
mapping and motion forecasting, where preliminary work is done in an indoor static
environment [77].

Separation of wearer motion and target Motion

In this work, we have modeled future person localization on the space of apparent mo-
tion observed from the wearer’s view. This motion results from the interplay between
the wearer’s motion and the target person’s motion. This assumption makes the formu-
lation easier because it comes down to a problem of predicting a single time-series data.
However, in reality, it is rather natural to assume that the wearer and the target person
has their own motion model. For example, when the distance between the wearer and
the target person are far away (e.g., 5 meters), one’s motion might not affect another
person’s motion anymore—their motions are independent. In such case, we might want
to model the motion of the wearer and the target person separately rather than their
mixture. Also, apparent motion prediction only forecasts the relative position between
the wearer and the target person, making it impossible to leverage the information of
the static obstacles. In other words, the current model can predict where the person
would appear looking from the wearer’s view but cannot predict where he or she will
moves.

Therefore, formulating the problem as a set of two motion forecasting procedures—
motion forecasting of the wearer and the target person, respectively—would be one
promising extension. Concretely, we can think of the problem as separately predicting
the wearer’s motion and the target person’s on a shared space (e.g., top-down world
coordinate, the EgoRetinal map [69]). Separate modeling makes it easier to incorporate
contextual information such as scene information since we now predict the future abso-
lute position of the wearer and the target person separately. This problem can be solved
as an instance of multi-task learning problem, simultaneously learning wearer motion
and target motion.
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6.2 Limitation and Future Work

Use of scene context

As we showed in the failure example in Figure 5.3, scene context plays an important
role also in the first-person setting. The model should be able to avoid obstacles or
unwalkable area by considering the scene information. Effectively incorporating both
geometric cues [69] and semantic cues [47] into a prediction framework of human-human
interaction is still an open question.

Forecasting under uncertainty

This work adopted a simple deterministic prediction scheme since we aimed to evaluate
the amount of prediction error. However, in practical applications, we often would like
to know the confidence or uncertainty of the prediction. When two pedestrians walk
while facing each other, they are equally likely to avoid either left or right, and its
probability distribution will be uniform distribution if we can demonstrate the same
situation enough number of times. Such an uncertain condition frequently occurs in the
trajectory prediction problem, and the model should be able to forecast multi-modal
trajectory distributions. Previous works adopted using a generative model which can
sample new trajectory conditioned by a random variable [50, 28]. Although this approach
can determine the dispersion of predicted samples by generating many samples, it is
computationally inefficient and cannot measure the uncertainty of the prediction in a
principled way.
Although there are several approaches to measure such uncertainty, Bayesian deep
learning approaches [66] command considerable attention in recent days [25, 44]. This
Bayesian modeling approach categorizes uncertainty into two categories—aleatoric un-
certainty and epistemic uncertainty—and provides principled guide for understanding
uncertainty appearing in the real world. It is known that both types of uncertainty can
be captured by a single Bayesian neural network (BNN) [44].
Their model provided a natural formulation of capturing both aleatoric uncertainty
and epistemic uncertainty from a small number of sampled outputs, however, only can
predict single-modal prediction using Gaussian distribution. In the case of trajectory
prediction, this assumption is inapplicable since multiple likely trajectories will appear.
Bhattacharyya et al. [11] adopted BNN for predicting pedestrian movement. However,
their model cannot capture switching actions, whether a pedestrian should cross the
road or not, for example. One interesting future direction is to develop a method which
can predict a multi-modal distribution with a minimum number of samples.

Online personalization

This work assumes assistive vision as one of the potential applications. Assistive vision
using wearable cameras can assume that the wearer continuously wears the device for
longer horizons. In such case, we can receive benefit from personalizing the model for a
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6.2 Limitation and Future Work

specific wearer—adapting the model to give better performance for the user—resulting
in improved performance for the user. Such personalization model is not sufficiently
studied in the field of computer vision, and future person localization problem is a
suitable task of deploying it. We can adaptively update the model during the use of the
device and can reduce the regret of the model.
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A. Data Statistics

Figure A.1 and A.2 presents frequency distributions of lengths of the tracklets extracted
from First-Person Locomotion Dataset and Social Interaction Dataset [20]. These statis-
tics revealed that most people appeared only for a short time period. In our experiments,
we tried to pick out tracklets which were 1) long enough to learn meaningful temporal
dynamics and 2) frequently observed in the datasets to stably learn our network. These
requirements resulted in our 50,000 samples consisting of the tracklets longer than or
equal to 20 frames (i.e., 2 seconds at 10 fps) and our problem setting of ‘predicting
one-second futures from one-second histories.’
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First-Person Locomotion Dataset
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Figure A.1.: Distributions of tracklet lengths (FPL). Frequency distributions of
various lengths of tracklets extracted from First-Person Locomotion Dataset for three
walking directions and the entire database, respectively.
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Social Interaction Dataset
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Figure A.2.: Distributions of tracklet lengths (Social Interaction). Frequency
distributions of various lengths of tracklets extracted from Social Interaction Dataset
[20] for three walking directions and the entire database, respectively.
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B. Additional Results

B.1. Other Choices of Input/Output Lengths

In our main experiments, we fixed the input and output lengths Tprev, Tfuture to be
Tprev = Tfuture = 10. Table B.1 shows how performances changed for other choices
of Tprev and Tfuture. Overall, longer input lengths led to better performance (Tprev = 6
vs. 10). Also, predicting more distant futures becomes more difficult (Tfuture = 10 vs.
6). To receive shorter inputs, we applied 1-padding to the first and second convolution
layer in each stream.

We also compared our method against Social LSTM [1] on the task of predicting two-
second futures (i.e., Tfuture = 20) in Table B.2. To overcome the lack of training examples,
we set Tprev = 6 for this experiment. We confirmed that our method still worked well
on this challenging condition. To generate a 20 frame prediction, we changed the kernel
size of the deconvolution layers of 3, 3, 3, 3 to 3, 5, 7, 7.

B.2. Other Visual Examples

Figure B.1 shows additional visual examples of how our method, as well as several
baselines, predicted future locations of people.

B.3. Ablation Study on Social Interaction Dataset

We performed an ablation study on Social Interaction Dataset [20] in Table B.3. While
we computed ego-motion based on optical flows, the combination of ego-motion and pose
cues contributed to performance improvements in a complementary manner. This result
indicates that our method’s effectiveness holds across different datasets.
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B.3 Ablation Study on Social Interaction Dataset

Tprev Tfuture Walking direction

Toward Away Across Average
6 10 8.01 5.82 7.06 6.08
10 10 8.06 5.76 7.03 6.04

6 6 4.04 3.54 4.00 3.61
10 6 4.00 3.52 3.87 3.59

Table B.1.: Different input/output lengths. Final Displacement Error (FDE) for
various combinations of input (Tprev) and output (Tfuture) lengths.

Method Walking direction

Toward Away Across Average

Social LSTM [1] 22.12 17.56 19.69 17.75

Ours 13.68 9.54 12.81 9.75
Table B.2.: Predicting two-second futures. Final Displacement Error (FDE) where

Tprev and Tfuture was set to 6 and 20, respectively.

Method Walking direction

Toward Away Across Average
X in 10.10 9.25 8.31 9.60
X in + Ein 9.86 9.14 8.13 9.41
X in + P in 9.68 9.19 8.10 9.35

Ours (X in + Ein + P in) 9.58 9.12 7.90 9.25
Table B.3.: Ablation study on Social Interactions Dataset [20]. Final displace-

ment error (FDE) for various combination of input features. Notations were the same
as those of Table B.2.
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B.3 Ablation Study on Social Interaction Dataset

Figure B.1.: Additional prediction examples on First Person Locomotion
Dataset. (Row 1) Even though the input sequence is almost static, our model is
able to capture the left turn caused by the wearer’s ego-motion. (Row 2, 3) In the
input sequence, the target is changing the pose to move right. While the compared
model fails to predict because of being agnostic to the pose information, our model
produces a better prediction. (Row 4) The behavior with respect to complicated ego-
motion. In the input sequence, the wearer is turning left to avoid other pedestrians.
However, in the future frames, the wearer moves to the opposite side to avoid contact
with the target. In this case, our prediction is perturbed due to ego-motion and pre-
dicts worse than Social LSTM. (Row 5) Our model works well both in outdoor scenes
as well as indoor scenes.
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C. Runtime Analysis

As of now, we have designed the algorithm as an offline algorithm, ignoring the demand
for real-time execution. Our proposed algorithm mainly consists of four processes: pose
estimation, tracking, ego-motion estimation, and prediction. Since pose estimation and
ego-motion calculation requires running a deep neural network model, it requires heavy
computation to accomplish it. Concretely, in our environment, pose estimation, tracking,
ego-motion estimation and prediction took 125ms, 200ms, 125ms, 100ms per frame,
respectively. This means that it will take more than four seconds if we would like
to process one-second input and make a prediction. One interesting direction is to
implement the real-time version of our algorithm.
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